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Abstract—Mel-frequency cepstral coefficient (MFCC) is a very 
popular speech feature vector used in Automated Speech Recognition 
(ASR) Systems. In this paper, MFCC feature vectors are combined 
with two other speech feature vectors that are energy and pitch to 
construct two new set of speech vectors. Here the combination of 
MFCC and energy feature vectors is termed as MFCC-ENERGY and 
the combination of MFCC and pitch feature vectors is termed as 
MFCC-PITCH. Now a comparative analysis on the performance of 
an automated Assamese vowel recognition system with MFCC, 
MFCC-ENERGY and MFCC-PITCH feature vectors is performed in 
both clean and noisy condition. Here noisy speech database is 
constructed by adding five types of noises (babble, pink, white, volvo 
and factory) to the speech signals of Assamese vowels that are 
recorded in clean condition. Here for vowel recognition process, 
Hidden Markov Model (HMM) is used in training and testing phase. 
In training phase, a clean set of speech files are used and in testing 
phase, clean and noisy speech files are used. Experimented results 
shows that the performance of MFCC-PITCH is little better than 
MFCC and MFCC-ENERGY. 
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1. INTRODUCTION 

In case of ASR systems, the performance is mainly dependent 
upon the selection of speech feature vectors. There are 
different types of feature vectors available in speech signals 
like energy, pitch, zero crossing rate, formants, MFCC etc. 
Now MFCC is very popular feature vector in ASR systems 
due to its improved robustness. It is observed that the 
performance of ASR systems with MFCC in case of 
recognition rate is better than the other mentioned feature 
vectors. In this paper, MFCC is combined with energy and 
pitch to form two new feature vectors and ASR experiments 
are performed. 

2. ENERGY 

The short time energy of a speech signal is defined as: 
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That is, the short-time energy at sample n is simply the sum of 
squares of the N samples n-N+1 through n [1]. 

Energy is an important feature vector of speech signals which 
can be used in speech recognition purpose [2]. But using only 
energy as a feature vector, the performance of a speech 
recognition system is not good and in noisy environment it 
will be degraded (see Table 1).  

Short time energy of a speech signal is calculated by dividing 
the signal into frames so that the feature vectors can be 
calculated with useful information for ASR purpose. 

3. PITCH  

Pitch is a fundamental frequency produced due to the 
vibration of vocal folds and sub glottal air pressure to generate 
voiced signal. The voiced speech segments are near periodic 
in the time domain representation and the periodicity 
associated with such segments is defined as pitch period in the 
time domain and Pitch frequency or Fundamental Frequency 
in the frequency domain.  

Pitch accents and phrase boundaries in speech has a close 
relationship with the lexico-syntactic structure of the 
utterance. The pitch accents are strongly correlated with 
syllable tokens that occur mostly in content words. These 
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dependencies can be used to augment the standard ASR model 
to improve recognition performance.[3]  

There are different methods available in speech processing to 
estimate pitch. In our experiment we have used the following 
algorithm for estimation of pitch [4]. 

1. The analog signal is converted to digital by sampling 
with a suitable rate and quantized.  

2. The digital signal is then hamming windowed to convert 
it into a suitable frame size. The signal is converted into 
frequency domain by using Fast Fourier Transform.  

3. The absolute values of the signal are considered and then 
the logarithm of the signal is obtained.  

4. The signal is then transformed into Cepstral domain by 
taking its Inverse Fast Fourier Transform. The very first 
signal peak represents the pitch frequency. 

 
The performance of ASR system using pitch as a feature 
vector is not found to be good (see Table 1).  

4. MFCC 

In case of speech signal, the Mel Frequency Cepstrum (MFC) 
is a representation of the short-term power spectrum of a 
sound, based on a linear cosine transform of a log power 
spectrum on a nonlinear Mel scale of frequency [5]. In MFC, 
the frequency bands are equally spaced on the Mel scale, 
which is approximately similar to the human auditory system. 

In general, MFCC of speech signals are estimated as follows: 
1. Take the Fourier transform of a speech signal. 
2. Map the powers of the spectrum obtained above onto the 

mel scale, using triangular overlapping windows. 
3. Take the logs of the powers at each of the mel 

frequencies. 
4. Take the discrete cosine transform of the list of mel log 

powers, as if it were a signal. 
5. The MFCCs are the amplitudes of the resulting spectrum. 

The performance of the Mel-Frequency Cepstrum Coefficients 
(MFCC) may be affected by (1) the number of filters, (2) the 
shape of filters, (3) the way that filters are spaced, and (4) the 
way that the power spectrum is warped [5]. 

In case of noisy speech signals, MFCC features contain some 
values that are not useful in ASR purpose and due to which 
the performance of the ASR is degraded (see Table 2). 

5. MFCC-ENERGY 

In this paper, a new speech feature vector is estimated termed 
as MFCC-ENERGY. At first MFCC feature vectors are 
estimated from each speech signal by considering the frame 
size 25ms and frame shift 10 ms. Then energy feature vectors 
are estimated by considering frame size 25ms and frame rate 
10. Now MFCC-ENERGY is estimated by adding energy 
feature vectors to the MFCC feature vectors. 

6. MFCC-PITCH 

Here one more new speech feature vector is estimated termed 
as MFCC-PITCH. In this case also, MFCC feature vectors are 
estimated from each speech signal by considering the frame 
size 25ms and frame shift 10 ms .Then pitch feature vectors 
are estimated by considering frame size 25ms and frame rate 
10. Now MFCC-PITCH is estimated by adding pitch feature 
vectors to the MFCC feature vectors. 

7. SPEECH SIGNAL DATABASE PREPARATION 
FOR ASR EXPERIMENTS 

The Assamese (অসমীয়া) is a main language in the state of 
Assam, India. In Assamese language , thirty two essential 
phonemes are available where total number of vowel 
phonemes is 8 that are ই (/i /) , এ (/ɛ/) , এ' (/e /) , আ ( /a/) , অ' 
(/ɔ/) , অ (/ɒ/) , ও(/o/) and উ ( /u/) [6].  

For ASR experiments, here 10 men voices and 10 women 
voices are used to record speech signals for each of 8 
Assamese vowels in a noise free environment. So, total 160 
speech signals are recorded for the Assamese vowels with 
sampling rate 16 KHz and sampling format mono-channel, 16 
bits resolution. Now this speech database is divided into two 
parts. The first part consists of the speech signals of 5 men and 
5 women and it is used for training phase of the ASR process. 
The other part of the database is used in the testing phase of 
the ASR process and a noisy set of speech signals are also 
generated from this part by adding five types of noises (babble 
noise, pink noise, white noise, volvo noise and factory noise) 
from NOISEX-92 database [7] to the speech signals for testing 
the ASR rate in noisy condition. 

8. ASR EXPERIMENT 
For ASR experiments, HMM is used for training and testing 
phase. Here each Assamese vowel is modeled by a six states 
HMM model. 

Now experimental results are shown in Table 2. Here it is 
observed that the performance of the Assamese vowel 
recognition process with MFCC-PITCH feature vectors is 
little better than MFCC and MFCC-ENERGY in case of clean, 
babble noise, volvo noise and factory noise. On the other 
hand, MFCC-PITCH performs little less than the others in 
case of pink noise. It is also observed that in case of white 
noise the ASR performance is same with all the three types of 
feature vectors. 

Table 1: Assamese vowel recognition rate (in %) with Energy, 
Pitch and Combination of Energy and Pitch 

 Energy Pitch Energy+Pitch 
Clean 27.50 22.50 22.50 
Babble noise 25.00 15.00 23.75 
Pink noise 26.25 20.00 27.50 
White noise 26.25 25.00 20.00 
Volvo noise 23.75 20.00 20.00 
Factory noise 25.00 20.00 21.25 
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Table 2: Assamese vowel recognition rate (in %) with  
MFCC, MFCC-ENERGY and MFCC-PITCH 

 MFCC MFCC-
ENERGY 

MFCC-
PITCH 

Clean 82.50 83.75 85.00 
Babble noise 66.25 70.00 71.25 
Pink noise 71.25 71.25 70.00 
White noise 66.25 66.25 66.25 
Volvo noise 80.00 78.75 82.50 
Factory noise 66.25 67.50 68.75 

9. CONCLUSION 

In this paper, it is observed that the average performance of 
Assamese vowel recognition system with MFCC-PITCH 
feature vectors is little better than MFCC and MFCC-
ENERGY. In clean condition, the best recognition rate is 
achieved with MFCC-PITCH feature vectors (85%). The 
performance of the ASR system can be improved by 
considering more number of speech signals in training phase. 
Further in case of noisy conditions, the ASR performance can 
be improved by using different speech enhancement 
techniques. 
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